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The concept of sample size and statistical power estimation is now something that Optometrists that want to perform research, whether it be in practice or in an academic institution, cannot simply hide away from. Ethics committees, journal editors and grant awarding bodies are now increasingly requesting that all research be backed up with sample size and statistical power estimation in order to justify any study and its findings.1 This article presents a step-by-step guide of the process for determining sample size and statistical power. It builds on statistical concepts presented in earlier articles in Optometry Today by Richard Armstrong and Frank Eperjesi.2-7

Basic statistical concepts
There are several statistical concepts that must be grasped before reading this article. The first is the concept of hypothesis testing. Convention has it that any difference or effect found in an experiment has been caused by chance alone. This is referred to as the null hypothesis. Statistical analysis determines whether the null hypothesis is correct or not. If analysis indicates that the difference or effect is not likely to have occurred by chance then the null hypothesis is rejected in favour of the alternative hypothesis, stating that a real effect has occurred. Rarely will you see the terms null and alternative hypothesis used in scientific papers. Instead, a finding is described as “not statistically significant” if the null hypothesis is accepted and “statistically significant” if the alternative hypothesis is accepted. Clearly, a criterion must be set for rejecting the null hypothesis. This is referred to at the alpha level (α). Alpha is often set at 0.05 or 5%.5,6 Statistical analysis is then carried out in order to calculate the probability that the difference or effect was purely due to chance. The null hypothesis is only rejected if the probability (P-value) is equal to or less than the alpha level.

This process however has two potential errors; type I and type II. A type I, or false-positive, error occurs if the null hypothesis is rejected incorrectly. There is a 5% chance of this occurring if the alpha level is set at 0.05. A type II, or false-negative, error occurs if the null hypothesis is accepted incorrectly. A beta (β) level can be chosen as protection against this type of error.

What is statistical power?
Statistical power (P) is defined as:  

\[ P = 1 - \beta \]

Power is dependent on a number of factors, which will be explained later. Statistical power is conventionally set at 0.80 or 80%10 i.e. there is a 20% chance of accepting the null hypothesis in error, i.e. beta is 0.20 or 20%.

Why is statistical power important?
Sample size estimation and statistical power analyses are important for a number of reasons. Firstly, it is increasingly becoming a requirement for most research proposals, applications for ethical clearance and journal articles. Research ethics committees often ask for justification of the study based on sample size estimation and statistical power. It would not be ethically acceptable to conduct a study that would not be stringent enough to detect a real effect due to a lack of statistical power. Equally, it would not be ethically acceptable to conduct a study by recruiting thousands of participants when sufficient data could be obtained with hundreds of participants instead. Recruiting more participants than required would also be a waste of both resources and time.

How large should a sample size be?
Unfortunately there is no one simple answer to this question. As a rule, larger sample sizes have more statistical power. However, other factors need to be considered, as discussed below.

Effect size
This is the smallest difference or effect that the researcher considers to be clinically relevant. Determining the effect size can be a difficult task. In some cases it can be based on data from previous studies. A pilot study may be required for this purpose or expert clinical judgement could be sought. For circumstances where none of these options apply, Cohen11 has determined

<table>
<thead>
<tr>
<th>Test</th>
<th>Effect size</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difference between two means</td>
<td>d</td>
<td>0.20</td>
<td>0.50</td>
<td>0.80</td>
</tr>
<tr>
<td>Difference between many means</td>
<td>f</td>
<td>0.10</td>
<td>0.25</td>
<td>0.40</td>
</tr>
<tr>
<td>Chi-squared test</td>
<td>w</td>
<td>0.10</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td>Pearson’s correlation coefficient</td>
<td>ρ</td>
<td>0.10</td>
<td>0.30</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Table 1
Small, medium and large effect sizes as defined by Cohen11
standardised effect sizes described as “small”, “medium” and “large” (see Table 1). These vary for different study designs. For smaller effect sizes a larger sample size would be required.

**Alpha level**

For a smaller alpha level a larger sample size is needed and vice versa.

**Standard deviation**

Effects being investigated often involve comparing mean values measured in two or more samples. Each mean value will be associated with a standard deviation. As standard deviation increases a larger sample size is needed to achieve acceptable statistical power. Again, the standard deviations expected in a sample need to be estimated based on clinical judgement, previous (pilot) studies and/or other published literature.9

**One or two-tailed statistical tests**

There are two types of alternative hypothesis. The first is one-tailed and is appropriate when a difference in one direction is expected. For example, it might be hypothesised that sample A has a higher intraocular pressure (IOP) than sample B. The second is two-tailed and is appropriate when a difference in any direction is expected. For example, it might be hypothesised that sample A has a different IOP to sample B, but it could be higher or lower. One-tailed alternative hypotheses require smaller sample sizes. However, the use of one-tailed tests should be justified and not be used purely to reduce the sample size required.

**Formulae for determining effect size**

Table 2 shows how effect size is calculated for some common statistical tests. Some formulae (see equations 2-5 in Table 2) to determine effect size for the difference between many means require a prior knowledge of the dispersion of the means of each group. There are
three types of dispersions (Figure 1). A minimum dispersion is one where there is one mean value at each extreme and the rest are clustered at the mid point. An intermediate dispersion is one where all means are equally spread out. A maximum dispersion is one where all means are clustered near the two extremes.

In some cases (see equation 6 in Table 2) the effect size \( f \) can be determined based on eta squared (\( \eta^2 \)). This is a measure of association and is the proportion of the total variance that is attributed to an effect. Eta squared ranges from 0 to 1 and as a rule 0.01 is a small effect, 0.06 is a medium effect and 0.14 is a large effect.

**Parametric versus non-parametric statistical tests**

There are two major types of statistical test, parametric and non-parametric. Parametric tests are more powerful but less robust as they make assumptions about the frequency distribution of the data being analysed i.e. the data is assumed to follow a normal distribution. Non-parametric statistical tests make no assumptions about the frequency distribution of data and this makes them more robust but less powerful. It follows that larger sample sizes will be required when using less powerful non-parametric statistical tests. The sample size required for a non-parametric test is determined by multiplying the sample size calculated for an equivalent parametric test by a correction factor. This correction factor is referred to as the asymptotic relative efficiency (ARE) and was first described by Pitman. The value of the ARE varies depending on the nature of the parent distribution (the distribution of the population from which the sample is drawn). For the purposes of ophthalmic research, it would be reasonable to assume that the parent distribution is normal. Table 3 shows ARE values based on a normal parent distribution for some common non-parametric tests. In total there are over 100 different formulae and methods of determining sample sizes for different statistical tests and study designs. They all make slightly different assumptions about the data and so may yield slightly different results. The good news is that there are also computer programs that are freely available...
GPower 3

Types of analyses
GPower 3 is capable of computing five different types of power analyses. These are a priori, post hoc, compromise, criterion and sensitivity power analysis. Of these, the a priori power analysis is the most relevant to sample size estimation, as it involves determining the sample size required for any specified power, alpha level and effect size.

Post hoc power analysis involves determining the level of statistical power achieved for a given sample size, effect size and alpha level. Therefore, this type of power analyses is most useful at the end of a study. Here, it is important that the clinically relevant effect size is specified and not the actual effect size found based on the results of the study.

A compromise power analysis involves determining the alpha level and statistical power based on the sample size, the effect size and the error probability ratio “q” where q = beta/alpha. This is useful in scenarios where an a priori power analysis yields a larger sample size than is feasible. In these circumstances, the maximum feasible sample size is specified and a compromise power analysis is used to alter the alpha level and power based on the error probability ratio.

A criterion power analysis involves computing the alpha level based on the sample size, the effect size and the statistical power level. This type of power analysis should be used as an alternative to post hoc power analysis where the control of alpha is less important than the control of beta.

A sensitivity power analysis involves determining the effect size based on the sample size, statistical power level and the alpha level. This type of power analysis can be used when critically evaluating research published by others. It allows you to determine the minimum effect size that the study was sensitive to for a certain level of power, based on the sample size recruited and the alpha level specified.

Types of tests
GPower 3 is capable of performing power analysis for over 40 different experimental designs. These are classified into five families of statistical tests; exact tests, t tests, f tests, z tests and χ² tests. Worked examples based on the most commonly used tests are discussed in more detail below.

Worked examples using GPower 3
Comparing two independent means
Consider an experiment designed to test if IOP was different in males compared to females. If an equal number of subjects were to be recruited in each

Table 2
Formulae to determine effect sizes for common statistical tests. Note: In the case of comparing the difference between many means, d is calculated using the difference between the highest and lowest means. Key to symbols: \( \mu_1 \) = mean of sample 1; \( \mu_0 \) = mean of sample 2; \( \sigma \) = standard deviation; k = number of groups; \( \rho \) = Pearson’s correlation coefficient; \( \eta^2 \) = eta squared; \( P_{1i} \) = the proportion in cell i under the alternative hypothesis; \( P_{0i} \) = the proportion in cell i under the null hypothesis; r = rows in chi square table; c = columns in chi square table

Table 3
Asymptotic relative efficiency (ARE) of some common non-parametric tests. “k” is the number of groups available, such as GPower 3, which will do all the hard work for you.
group, how many subjects would be required to achieve 80% power at the 5% alpha level? This would be analysed with a t-test (parametric test). The test would also be two-tailed, since IOP could be higher or lower in males compared to females. An unpaired t-test would be used, as the two sets of IOP measurements would represent independent means, having been measured in different subjects.

Firstly, the effect size needs to be determined. A clinically relevant difference of 4 mmHg is chosen based on clinical judgement. Previous literature shows that in normal healthy eyes mean IOP is 15.5±2.5 mmHg.\textsuperscript{16} Figure 2 shows how this information is used to determine that the effect size of interest (d) is 1.6. An \textit{a priori} analysis in GPower 3 then shows that 8 subjects would be required in each group (Figure 2).

If it were later found that the readings for IOP were not normally distributed, then a Wilcoxon Mann Whitney U test would have to be used instead. This is the non-parametric equivalent of an unpaired t-test (Figure 3).

Note that although the required sample size for both the unpaired t-test and the Wilcoxon Mann Whitney U test is identical in this case, the actual power for the unpaired t-test (0.845) is greater than the Wilcoxon Mann Whitney U test (0.825).

\textbf{Comparing two dependent means}

Consider an experiment investigating whether a new mydriatic drug had any affect on pupil diameter. In this study design, pupil size would be measured in a group of subjects with and without the drug instilled. The pupil sizes under each condition would represent dependent means because both sets of measurements were taken in the same subjects. A one-tailed test would also be used, as it is only feasible that the drugs will dilate the pupils. How many subjects would be required for 80% power at the 5% alpha level?

Firstly, the effect size would need to be determined. A clinically relevant difference of 1 mm is chosen based on clinical judgement. Current literature shows that the mean pupil diameter is 3.87mm with a standard deviation of 0.61mm.\textsuperscript{17} When looking at dependent means the correlation between the
two groups of measurements is also required. Let’s suppose that a pilot study returned a correlation coefficient (Pearson’s correlation coefficient, \( r \), referred to in Table 2) of 0.30. GPower 3 shows that this results in an effect size of 1.39 and the required sample size would therefore be 5 (Figure 4).

Again, if the data were later found to violate the assumptions of parametric tests, a Wilcoxon signed-rank test would have to be used instead (the non-parametric equivalent of a paired t-test). GPower 3 shows that a sample size of 6 would be required instead (Figure 5).

### Comparing many independent means

Consider an experiment designed to test if IOP varied with age. Suppose there were four age groups being considered (40-49 years, 50-59 years, 60-69 years and 70-79 years). This would be analysed with a one-way ANOVA (parametric test). How many subjects would be required for 80% power at the 5% alpha level? Firstly, the effect size needs to be determined. This is more challenging for F tests as the formulae to determine effect size requires a prior knowledge of the dispersion of the means of each group. If data from relevant previous studies are available, GPower 3 can use these means to compute the effect size by clicking the “determine” button near the effect size box. On the other hand, if relevant previous studies do not exist, the power analysis can be performed using Cohen’s standard effect sizes (from Table 1).

In this example, if a small effect size is selected (\( f = 0.10 \)), GPower 3 shows that the total sample size required would be 1096 (274 in each of the four age groups) to have 80% power at the 5% alpha level (Figure 6). This is a large sample size, which reduces to 180 (45 in each of the four age groups) if a medium effect size is selected (\( f = 0.25 \)) or 76 (19 in each of the four age groups) if a large effect size is selected (\( f = 0.40 \)).

### Other ANOVA designs

There are many other study designs that can be used to compare the differences between more than two means. These include factorial and repeated measures ANOVAs. As study designs get more complicated, more assumptions are made about
the data in order to estimate the sample size required. This means that power analyses become less precise.\(^{19}\)

**Factorial ANOVA**

A factorial ANOVA is used to test hypotheses about means when there are two or more independent factors in the design. It also reveals any possible interactive effects between these independent factors. A simple factorial design would be a 2 x 2 ANOVA, where there are two independent factors each with two levels. For example, consider a study designed to compare the amount of pupil dilation that results after tropicamide is administered to males and females with blue or brown irides. Gender is thus one independent factor with two levels (males and females) and iris colour is another independent factor also with two levels (blue and brown). How many subjects would be required for 80% power at the 5% alpha level? First the effect size needs to be determined. For factorial ANOVAs GPower 3 determines effect sizes based on eta squared (see Table 2, equation 6).

Let's assume that we are interested in a medium eta squared value, i.e. 0.06. In GPower 3, power needs to be computed for each factor and each interaction in the study design individually. The final sample size is then based on the largest of the sample estimates arising from these separate analyses. GPower 3 shows that the sample size required to analyse the gender factor is 125 (Figure 7). This cannot be split equally between the four groups and so 128 would have to be recruited, i.e. 32 in each group. This sample size also applies to the iris colour factor as it has the same number of levels as the gender factor. In cases where one factor has more levels, this would require a larger sample size, and so the larger sample size should be used as the overall sample size recruited. The sample size required for the gender / iris colour interaction can be computed in the same way. In this case, the numerator degrees of freedom (step 10 in Figure 7) is calculated as the degrees of freedom of the gender factor (i.e. 2 levels – 1 = 1) multiplied by the degrees of freedom of the iris colour factor (i.e. 2 levels – 1 = 1). The numerator degrees of freedom is therefore 1. This also results in a sample size of 125, which needs to be rounded up to 128 (32 in each of the four groups), as shown in Figure 8.

**Repeated measures ANOVA**

A repeated measures ANOVA is used to test hypotheses about means when there are two or more dependent factors in the design. These dependent factors are termed within-subject factors as the same subjects are used for each level of the variable. Independent factors can also be added to a repeated measures ANOVA design and are termed between-subject factors as different subjects are used for each level of the variable. A repeated measures ANOVA makes the assumption of sphericity. This means that (i) the variances of all the levels of the within-subjects factors are equal and (ii) the correlation among all repeated measures are equal. When this assumption is violated, a correction is required; this is the non-sphericity correction (\(\varepsilon\)).

Consider a study designed to test the repeatability of a new non-contact tonometer. Five IOP readings are taken for each subject. This is therefore a within-subjects factor as all five readings are from the same subject. The researcher is also interested in whether corneal thickness has any influence on the repeatability of the tonometer. The subjects are classified as having thin (<555 \(\mu m\)), normal (556 – 587 \(\mu m\)) or thick (>558 \(\mu m\)) corneas. This is therefore a between-subjects factor as each level will consist of different subjects. The study design is a 3 x 5 repeated measures ANOVA as there are 3 levels of one factor (corneal thickness) and 5 levels of the other factor (IOP).

How many subjects are required for 80% power at the 5% alpha level? As for the factorial ANOVA, the sample size needs to be determined individually for each factor and each interaction. This study design also requires prior knowledge of the...
correlation among repeated measures and a non-sphericity correction (6). Both need to be based on data from previous studies or pilot studies. Let’s assume the effect size $f$ is medium (0.25). Pearson’s correlation coefficient ($\rho$, see Table 2) among repeated measures is 0.30 and the non-sphericity correction is 1, i.e. all five groups of repeated measurements have equal variance and equal correlation among repeated measures. Figure 9 shows that the sample size required to analyse the within-subjects factor (IOP) is 30, i.e. 10 in each of the three groups for corneal thickness. Figure 10 shows that the sample size required to analyse the between-subjects factor (corneal thickness) is 72, i.e. 24 in each of the three groups for corneal thickness. The required sample size to analyse the corneal thickness/ IOP interaction is calculated in the same way as Figure 9 but in step 2 the statistical test is replaced with ANOVA: Repeated measures, within-between interaction. This shows that a sample size of 36 is required to analyse the interaction effects, i.e. 12 in each of the three groups for corneal thickness. These calculations all generate three different sample sizes in this example. So how many subjects need to be recruited? In multi-factorial designs like this one, there are two approaches that can be adopted. Firstly, the researcher can compute sample sizes for all factors and interactions and then recruit the largest sample size generated. In this case this would be 72. However, this may not always be the best option as in some studies there will clearly be some complex interactions that may be of no interest to the researcher. Therefore, the researcher can specify which factor or interaction is the most interesting from a theoretical point of view and then only compute sample size for this factor. Post hoc power analysis can show what the resultant power would be for the remaining factors or interactions.

Correlations

Armstrong and Eperjesi described an example of a study designed to investigate the relationship between post-operative IOP and residual corneal thickness after laser refractive surgery. Pearson’s correlation coefficient can be used to test this, but how many subjects are required for 80% power at the 5% alpha level? The effect size is taken simply as the magnitude of Pearson’s correlation coefficient (\(\rho\), see Table 2). For a medium effect size ($\rho = 0.30$), GPower 3 shows that 84 subjects would therefore be required (Figure 11).

Chi squared test

Consider a study designed to investigate the possible effects of smoking on age-related macular degeneration (AMD). A random sample of elderly people is drawn from the population and they are classified as smokers or non-smokers. Both of these groups are then examined to see whether there is any evidence of the presence of AMD. How big a sample size would be required for 80% power at the 5% alpha level? Firstly the effect size needs to be determined. This is based on the proportions in each cell of a 2 x 2 contingency table under the null and alternative hypothesis. Current literature shows that 12% of the population over 60 smokes and 33% of the elderly population have AMD. Armstrong and Eperjesi stated that although there are studies in the literature that suggest a possible connection between AMD and smoking, the results of an individual study are often inconclusive and generalisations of whether smoking is considered to be a “risk factor” for AMD are often based on combining together many studies. Armstrong did so and found that smokers are two to five times more likely to develop AMD. Based on this, if we hypothesise that smokers are three times more likely to develop AMD, the proportions for a 2 x 2 contingency table are shown in Table 4a for the alternative hypothesis. The null hypothesis states that there is no link between smoking and AMD and so the proportions in this case are shown in Table 4b. Using this data, GPower 3 shows that a sample size of 226 (113 smokers aged over 60 years and 113 non-smokers aged over 60 years) would be required (Figure 12).
A note of caution

Calculations of the type described in this article have their critics. Sample size estimation has been called a “game” of numbers or “a guess masquerading as mathematics”. The results of these mathematical analyses can be manipulated in a number of ways to suit the researcher. A large number of assumptions are made about the data and both the effect size and standard deviation have to be estimated by the researcher. There are no strict rules to help estimate these variables. Therefore, the size of these variables can easily be manipulated to produce any number the researcher desires. For example, by choosing a larger effect size or a smaller standard deviation a smaller sample size would be required for a given level of power. Norman and Streiner have shown that only very small changes to these parameters are required in order to dramatically reduce the sample size to any desired value. They say, “the morale of the story is that a sample size calculation informs you whether you need 20 or 200 people to do the study. Anyone who takes it more literally than that, unless the data on which it is based are very good indeed, is suffering from delusion”. So, though sample size estimates and power analyses are currently in fashion, it is wise to treat them with a healthy dose of caution.

Table 4

<table>
<thead>
<tr>
<th></th>
<th>Non-smokers</th>
<th>Smokers</th>
<th>Row totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARMD</td>
<td>0.24</td>
<td>0.09</td>
<td>0.33</td>
</tr>
<tr>
<td>No ARMD</td>
<td>0.64</td>
<td>0.03</td>
<td>0.67</td>
</tr>
<tr>
<td>Column totals</td>
<td>0.88</td>
<td>0.12</td>
<td>1.00</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th></th>
<th>Non-smokers</th>
<th>Smokers</th>
<th>Row totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARMD</td>
<td>0.27</td>
<td>0.06</td>
<td>0.33</td>
</tr>
<tr>
<td>No ARMD</td>
<td>0.61</td>
<td>0.06</td>
<td>0.67</td>
</tr>
<tr>
<td>Column totals</td>
<td>0.88</td>
<td>0.12</td>
<td>1.00</td>
</tr>
</tbody>
</table>

(b)
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